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Abstract—While traditional PIE (pose, illumination and ex-
pression) face variations have been well settled by latest meth-
ods, a new kind of variation, cross-age variation, is drawing
attention from researchers. Most of the existing methods fail
to maintain the effectiveness in real world applications that
contain significant gap of age. Cross-age variation is caused by the
shape deformation and texture changing of human faces while
people getting old. It will result in tremendous intra-personal
changes of face feature that deteriorate the performance of
algorithms. This paper proposed a deep feature based framework
for face retrieval problem. Our framework uses deep CNNs
feature descriptor and two well designed post-processing methods
to achieve age-invariance. To the best of our knowledge, this is
the first deep feature based method in cross-age face retrieval
problem. The deep CNNs model we use is firstly trained on
traditional PIE datasets and then fine-tuned by cross-age dataset.
The feature selection and projection post-processing we propose
is also proved to be very effective in eliminating cross-age
variation of deep CNNs feature. The experiments conducted on
Cross-Age Celebrity Dataset (CACD), which is the largest public
dataset containing cross-age variation, show that our framework
outperforms previous state-of-the-art methods.

Index Terms—face retrieval; cross-age variation; deep feature

I. INTRODUCTION

Face retrieval is one of the most important computer vision
topics in application. It not only requires promising accuracy
as face recognition or verification, but also needs convincing
ordering of retrieved results. Like face recognition and ver-
ification, PIE (pose, illumination and expression) variations
are three key factors that most of the previous works focus
on. However, cross-age variation is crucial in real world
applications. Take two common face retrieval applications
into consideration, finding criminals and missing persons, the
gallery dataset usually contains faces across different ages.
When dealing with cases that contain over ten years gap of
age, cross-age variation is extremely significant. Without an
age-invariant feature, face retrieval systems will lose their
effectiveness. The comparison between PIE variations and
cross-age variation is illustrated in Fig. 1. Due to the tides of
deep convolution neural networks (CNNs), latest deep feature
based methods have been similar or even higher than human
performance in various computer vision problems, such as
face and object detection, face recognition, face verification,
etc. However, as far as we know, there is only one CNNs
based method in cross-age face recognition [1], which actually
just uses a shallow CNNs model (5 convolution layers).
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(b) Faces containing Cross-Age variation

Fig. 1. The above images give examples of different variations on faces. As
we can see, cross-age variation is far more complicated than PIE variations.

Meanwhile, there is still no deep feature based methods are
published in cross-age face retrieval research. This is probably
because deep CNNs requires a mass of training data, but
existing public cross-age face datasets can not satisfy this
demand.

The existing age-related researches can be briefly divided
into five categories: age estimation, aging simulation, cross-
age face retrieval, cross-age face recognition and verification.
Among all of these fields, age estimation and aging simulation
don’t directly deal with cross-age variation. Compared with
face recognition and verification across ages, cross-age face
retrieval has a higher demand in age-invariance of face feature.
Because recognition and verification can further improve their
performance by choosing classification methods, Besides, face
retrieval also has a strict requirement for ordering. It makes
the cross-age face retrieval the toughest task above them all.

To the best of our knowledge, the existing cross-age face
retrieval methods [2]-[4] are all based on handcrafted local
feature, which is referred as shallow feature in this paper. The
most effective shallow feature in this field is high-dimensional
LBP (HD-LBP) [6]. It extracts multi-scale patches on facial
landmarks and concatenates their local LBP features to form a
high-dimensional feature vector. After using PCA to eliminate
the redundant information, the robustness and effectiveness
of HD-LBP will dramatically increase. Most of the existing
methods in this field [2]-[4] are all based on HD-LBP feature.
In recent years, it gradually becomes a common sense that
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Fig. 2. The organization of the local (above) and global (bottom) age bags that used to ensure continuity and consistency of final feature.

deep feature is much more competitive than traditional shallow
features. However, the existing cross-age face retrieval frame-
works [2], [3] only work on shallow features. This is probably
because these methods depend on the structural information
of shallow features while deep feature has already lost its
structural information in fully connected layer. To eliminate
cross-age variation on deep feature, we propose a novel
framework and two post-processing methods: variance based
feature selection and age-bag based feature projection. The
proposed framework successfully improves the performance
of deep feature on cross-age face retrieval problem.

This paper implements VGG deep CNNs extractor as de-
scribed in [7]. To tackle the data-deficiency problem, the
model will be firstly trained on a traditional PIE dataset: VGG
dataset [7] (2.6M images from 2,622 identities), and then
fine-tuned on Cross-Age Celebrity Dataset (CACD). Since
deep feature extracted from fully connected layer loses the
structural information, we assume each feature dimension to
be independent and thus design an age sensitive measure factor
to eliminate those dimensions that contain significant cross-
age variation. By using a threshold to select features from the
output of fully connected layer, the total feature dimension
can be reduced and the robustness of the system will increase.
The other post-processing method is age-bag based feature
projection. We organize the images of each train individual
into two different types of age bag. The first type of age bag,
which we call local age bag, contains images from neighboring
years. It will be used to ensure the continuity of projected
feature. The second type of age bag is global age bag. All of
the training images from a specific person will be put into three
global bags: young, medium and old, to guarantee the global
consistency of final feature. Fig. 2 illustrates the organizing of
age bags. The contributions of the this paper can be concluded
into three:

- As far as we know, the proposed framework firstly applies
deep CNNs feature into cross-age face retrieval research.
Two-step training is used to tackle data-deficiency, and
experiment results of our method outperform previous
state-of-the-art methods.

- We propose a variance based feature selection for deep
feature, which based on an age sensitive measure fac-

tor we design. Feature selection can reduce the feature
dimension while improving the robustness of the system.

- We also take age specificities into consideration and pro-
pose an age-bag based feature projection. This projection
ensures the local continuity and global consistency of
final age-invariant face feature.

The rest of this paper will be organized as following: in
section II, we describe the related work of our research;
in section III, we introduce the details of proposed feature
selection and feature projection; in section IV, we conduct
several experiments on CACD, which is the largest public
dataset containing cross-age variation; then the conclusion of
this paper will be given in section V.

II. RELATED WORK
A. Age-Related Researches

In early years, due to the absence of highly-qualified cross-
age face datasets, most of the age-related researches only
focus on aging simulation [10], [11] and age estimation [12],
[13] problems. After several quality datasets [2], [16] are
published and deep CNNs frameworks became popular, it
further boosts the development of age estimation researches.
Since age estimation can be simply considered as classifi-
cation or regression problem, various CNNs based methods
keep shattering the record for estimation mean absolute error
(MAE). For example, a parallel multi-scale CNNs framework
is proposed by Yi et al. [14]. It trains different sub-networks
for each facial image patch and concatenates their output for
estimation. Tan et al. [15] design a soft softmax regression
function that considers age as intervals instead of discrete
values. Although deep CNNs is not fit for aging simulation
problem, an RNNs based method proposed by [17] also shows
convincing results in aging simulation.

Because of the limited number of cross-age face images,
most of the existing cross-age face verification and recognition
methods [4], [5] apply shallow feature extractor in their sys-
tems. Although some commercial institutions, such as Baidu
[9], claim to achieve highly age-invariant face recognition
performance by deep CNNSs, their voluminous datasets are
not available to public. The commonly used public datasets
in this field are MORPH [16] and CACD [2]. In 2016, Wen



et al. [1] firstly combined CNNs feature with latent factor
analysis and achieved the state-of-the-art result on both cross-
age face verification and recognition. However, the networks
they use only contain 5 convolutional layers, which can barely
be considered as deep networks.

As far as we know, there is still no deep CNNs feature
based method for cross-age face retrieval research. Cross-age
reference coding (CARC) [2], which is published by Chen
et al.,, uses HD-LBP [6] as original feature. It collects 600
specific individuals as reference to encode the original feature.
Each individual can be considered as an aging model and each
model will pool out an age-invariant value as part of final age-
invariant feature. Hou et al. [4] propose a robust feature map-
ping (RFME) pre-processing to eliminate cross-age variation
on original HD-LBP feature. In 2016, Tang et al. [3] and their
eigen-aging reference coding (EARC) optimized the reference
coding method by using eigen-faces instead of specific training
individuals. The number of reference is reduced to 50 and the
performance is also increased. Both RFME and EARC also
use HD-LBP feature like CARC. Although their algorithms
are proved to be effective in eliminating cross-age variation
on shallow feature, the shallow feature itself limits their
performance. This paper also tentatively combines EARC and
CARC with deep feature (cf. Table. I). However, due to the
distinction between shallow feature and deep feature, these
methods fail to maintain their effectiveness. Therefore, EARC
and CARC are not fit for deep CNNs feature. In fact, the
performance of original VGG feature deteriorates heavily after
applying these methods.

B. Deep Convolutional Neural Networks

CNNs have boosted the entire computer vision community
by its overwhelming efficiency. Its application fields include
but not limited to object detection and classification, face
detection, face recognition and verification. However, the
results of deep CNNs are highly dependent on the quality and
quantity of training datasets. Benefit from various large-scale
datasets that are available on the Internet, it is able to drive the
development of recent scientific progress. There are two key
usages of deep CNN:ss: (i) end-to-end classifier, or (ii) effective
feature extractor. This paper implements a popular deep CNNs
descriptor, VGG-Face descriptor [7], as original face feature
extractor. The details of this model is described in section IV
and Fig. 6.

III. THE PROPOSED METHOD
A. Variance Based Feature Selection

Since it’s inevitable for shallow feature descriptor to extract
redundant information, dimensional reduction is essential to
shallow feature based frameworks. The most commonly used
dimensional reduction method is PCA. It will maintain the
structural information and eliminate undesirable information.
According to the previous research [6], this kind of pre-
processing could dramatically improve the robustness and
accuracy of the system.
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Fig. 3. The retrieval performance of combining VGG-Face feature and PCA.

In the meantime, due to the high representativeness of
the deep feature, most of the researchers regard dimensional
reduction to be unnecessary on deep feature based methods.
It does be true to a certain extent. Actually, if a smaller size
of deep feature is required, it’s better to re-train a new fully
connected layer with smaller number of output dimension.
However, since cross-age variation has its own specificities,
we construct an age sensitive measure factor by cross-age
variance and cross-face variance. This variance based factor
can be used to measure the age-sensitiveness of deep feature.
Since each dimension of the output on fully connected layer
is independent from each other, we apply a threshold of
this factor to select features on fully connected layer. Those
age-sensitive dimension, which contains significant cross-age
variation or far worse than average performance, will be
removed. As we can see from Fig. 3, if PCA is directly applied
into deep CNNs feature, it comes with the cost of losing
accuracy, which the last thing we want to see. At the same
time, the proposed feature selection (FS) and feature projection
(FP) can improve the performance while reduce the dimension
about 20% from original deep feature (cf. Table. II).

B. Age Sensitive Measure Factor

The age sensitive measure factor is designed by comparing
mean cross-age variance and mean cross-face variance of the
feature.The cross-age variance is calculated on sets of features
that comes from each identity at the different years (ages). It
is formulated as Eq. 1, where ¢ represents the identity from
1 to N, j is the year (age) of each training identity varying
from 1 to M, X, is the feature set of each identity, x; ; is the
average feature of person ¢ on year j, and p; is the average
feature of person ¢ across different ages. Cross-face variance
is similarly computed in Eq. 2. X; is the feature set of each
year, which contains faces from different identities. p; is the
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Fig. 4. Age-sensitive feature factors of 4096-dimensional VGG-Face feature.
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points are age-invariant.

average feature on a certain year across faces.
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Eventually, we compute the difference between mean cross-

face variance and mean cross-age variance of the feature and
use maximum of them to normalize the factor as following:

Variece = E(Varece(X;)) = €]

Varrece — Vargge

Factor =

maz(Varace, Varage)’ ®)
Two kinds of normalization methods are tested in our
experiments: mazx(Varsace, Vargge) and abs(Varypgee) +
abs(Varqge). Since they barely have any difference, we only
pick max(Varface, Varage) for all experiments in section IV.
By applying threshold, we can easily remove those outputs
with low value of age-sensitive measure factor. Two potential
reasons will cause the age-sensitiveness, either (i) Vargge
is too larger that offsets its Varyqe. or (i) both Vargge
and Vargec. are small, which means this feature output is
redundant and undesirable in our system.

C. Age-Bag based Feature Projection

After deep CNNs feature is selected by the above method,
we also design a projection method based on what we call
age bags. An age bag is a set of face feature that contains
features from a certain training individual on adjacent years.
Based on common knowledge, the appearance of human face
is continuously changing with aging process. Face features
on neighboring years should be relatively more similar than
those having a significant gap of age. This is the continuity of
cross-age face feature. So we design local feature bag as we
can see from Fig. 2. These local bags contains images from
two adjacent years. Minimizing the difference between neigh-
boring local bags can guarantee the continuity of projected
feature. However, only taking continuity into consideration
can not remove the cross-age variation of feature. So we
further construct three global face bags, these bags only briefly
categorize training images into: Bagyoung, Bagmedium and
Bag,q- They can further ensure the consistency of feature.

In CACD dataset, all the face images are capture in the
years varying from 2004 to 2013. For each training individual,
we separate the image set into M — 1 local face bags and
3 global ones. Local face bags are marked as bag,,q =

2,..,Q(M — 1) and average feature of each local bag
is Y;, = Mean(z;;),j € bag,. Three global face bags
respectively contain images of the same person on 2004-2007,
2007-2010 and 2010-2013. They are defined as bagyoung.
bagmedium and bag,;q. Their corresponding feature vectors are
Zip = Mean(z;;),j € bagy,p € {young, medium,old}.
For the convenience of calculation, we gather above bag
feature vectors into feature matrix: Y, = [Y1 4,Y2 ¢, ..., Y5 o]
and Z, = [Z1p,Z2p, ..., Znp), Where n is the number of
training individuals. Then we come up with the optimization
function: Eq. 6. I is the identity matrix with size n; P is the
projection matrix that we want to achieve.
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By solving the above equation. we achieve the projection
matrix P:
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Two parameters {3, o'} are used to adjust the weight among
continuity, consistency and sparsity of projection matrix. This
projection will map all the selected deep CNNs feature into a
new space, which will minimize the cross-age variation.



TABLE I
THE PERFORMANCE OF EARC [3] AND CARC [2] ON DEEP CNNSs
FEATURE. VGG FEATURE IS USED ON THIS COMPARISON.

Method 2004-2006 | 2007-2009 | 2010-2012

VGG 0.636 0.668 0.731

VGG+CARC 0.617 0.651 0.716

VGG+EARC 0.621 0.656 0.716

VGG+FS+FP 0.662 0.696 0.753
TABLE 11

THE COMPARISON OF DIFFERENT DIMENSIONAL REDUCTION METHODS
APPLIED ON VGG FEATURE. FS AND FP ARE PROPOSED FEATURE
SELECTION AND FEATURE PROJECTION METHODS.

Method Dimension | 2004-2006 | 2007-2009 | 2010-2012
VGG 4096 0.636 0.668 0.731
VGG+PCA 1500 0.634 0.664 0.728
VGG+FS 3253 0.643 0.675 0.737
VGG+FS+FP 3253 0.662 0.696 0.753

IV. EXPERIMENTS
A. Cross-Age Celebrity Dataset

CACD [2] is the largest public dataset in cross-age fields.
It contains about 160,000 images of 2,000 identities across
10 years (2004-2013). The age of identities varies from 16 to
62. Compared with other popular age-related face datasets:
MORPH album II [16] and FG-NET, the total number of
images on CACD is far more larger than these two. Besides,
images on MORPH album II and FG-NET are all under highly
constrained environments, which can not guarantee a robust
model for real-world application.

To be fair, we use the same testing face set as the previous
state-of-the-art methods [2]-[4]. CACD is devided into 4 parts
in our approach: (i) 1000 out of 2000 identities are used as
training set for VGG-Face model; (ii) 800 celebrities will be
used to train projection matrix; (iii) 80 identities are used for
parameter selection; and (iv) the rest 120 construct the testing
set.

B. VGG-Face model and Pre-processing

This paper implement VGG-Face model [7] as the deep
CNNs feature descriptor. VGG deep CNNs have long been
proved to be one of the most effective face feature descriptors.
The architecture of VGG networks in this paper is identical
to [7]. 13 convolution layers and 5 maximum pooling layers
are used as shown in Fig. 6. Stride and padding are set to
be 1 and 1 for every convolution layers. Each convolution
layer is connected with a nonlinear function ReLU, which isn’t
displayed on the figure. The batch size is 64 and learning rate
is automatically changing from 1072 to 1074,

Output of the F'C; is the deep facial feature we need.
To train this model, we add a classification layer F'Cg with
softmax function. The training process is separated into two
steps. The first step uses VGG dataset just like [7]. VGG
dataset contains 2,622 identities and 2.6M images in total.
Because VGG dataset doesn’t contain cross-age information, it
is just used to achieve basic performance. The second training
step uses 1,000 identities from CACD dataset to fine-tune the
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Fig. 5. Comparisons of the proposed method with previous state-of-the-art

methods on CACD. FS means variance based feature selection. FP means the
age-bag based feature projection.

model again. A new classification layer with 1,000 output is
used to replace old one. To augment the size of training set, we
apply rotating (+5°, £10%nd + 15), flipping and Gaussian
white noise (variance: 0.005, 0.01, 0.015, 0.02).

We implement similar pre-processing as described in [1]. 5
facial landmarks (center of two eyes, tip of nose, corners of
mouth) are detected from each face according to method [18].
Then each face image will be cropped into a 224 x 224 patch
by similarity transformation.

C. Mean Average Precision (MAP)

In order to measure the performance of retrieval results.
Mean Average Precision (MAP) is used in this paper, which
has already been widely accepted in image or information
retrieval researches. MAP firstly calculates all the Average
Precisions (APs) from query image set Q, where the number
of query image is Numg. For each Average Precision (AP),
the positive results will be gathered in descending ranking. For
each query image, the number of positive results is n;. MAP
can be explained by following equation:

Numgq ni
1 1
MAP(Q) = Numg ; - ; Precision(Rank; ;),

®)
where Precision(R) is the ratio of positive images from top
to image rank R. The reason why all researchers prefer MAP
is that it can not only show the accuracy of result but also
reflect the quality of retrieval ordering.

D. Parameters Selection

To select parameters of our method, we use images (80
identities) captured in 2013 as query set and the rest years
as database. In the proposed method, we have to decide a
threshold of the FS, {3,a} of projection matrix, and the
number of training individual we use in FP. For the threshold
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Fig. 6. The architecture of VGG deep CNNs model. The output of fully connected layer 7 is extracted feature. Fully connected layer 8 is used for classification
based training. The size of fully connected layer 8 is either 2622 or 1000, which depend on the training datasets.

of FS, we binarily search and locate its value at 0.18 (see
Fig.4). For {8, a}, we greedily adjust their values from 10~°
to 105 and then set (3,a) = (107!, 10%), where we can
achieve the best performance. As to the number of training
individuals for FP, we reserve 800 individuals at first place
and change number from 100 to 800. The accuracy will barely
increase after the number is over 500, so we fix it to 500 in
our experiments.

E. Results and Analyses

To conduct retrieval experiments, Images from 120 testing
celebrities are separated into one query set (2013) and three
gallery databases (2004-2006, 2007-2009, 2010-2012). Cosine
similarity and MAP measurement are chosen to evaluate the
retrieval results.

This paper tentatively combines CARC [2] and EARC [3]
with VGG deep feature. They are proved to be quite effective
on HD-LBP shallow feature. However, as shown in Table. I,
after applying CARC and EARC frameworks, MAP of VGG
deep feature will decrease by (1.7 £0.2)% and (1.4 +0.1)%
respectively.

As we mentioned above, traditional feature dimension re-
duction methods are not necessary and not fit for deep feature,
because the dimension of deep feature can be manually
manipulated by changing the size of fully connected layer.
To measure the performance of traditional method PCA, we
set PCA dimension from 100 to 4000 and draw all the MAP
results on Fig. 3. The best PCA performance is compared
to the proposed FS on Table. II. Although PCA is able to
reduce over half of the dimension, MAP results decrease
(0.3+0.1)% as well. Meanwhile, the proposed FS select about
80% dimensions from original feature and improve MAP by
(0.6 £ 0.05)%.

The overall comparisons with previous methods are shown
in Fig.5, VGG deep feature outperforms the existing shallow
feature based methods over (5.6 +0.9)% MAP. The proposed
FS and FP further improve the performance of VGG deep
feature by (2.5 4 0.4)%. Compared with the former state-of-
the-art method EARC [3], this paper improves (7.9 + 0.8)%
MAP in total, which reflects much higher accuracy and better
ordering among retrieved faces.

V. CONCLUSION

In this paper, we propose a deep feature based cross-
age face retrieval framework. It implements two-step training
on VGG model to solve the deficiency of cross-age face
dataset. Then a variance based feature selection and a age-
bag based feature projection are designed to remove the cross-
age variation on deep feature. Variance based feature selection
use cross-age variance and cross-face variance to measure
the age-sensitiveness of deep feature and apply selection to
remove undesirable outputs. Age-bag based feature projection
collects images from adjacent years, and then use them to
design a projection matrix, that can ensure the continuity and
consistency of final age-invariant face feature.
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